
User Survey Results
and Actions Taken

Bill Bill RenaudRenaud

User Assistance and Outreach GroupUser Assistance and Outreach Group



Overview of presentation

• User survey information
− What was asked
− What was said

• Actions taken/pending
− Did we actually use the survey?



NCCS User Survey

• Conducted 23 Oct - 30 Nov 2006

• Users notified via “NCCS Weekly Update” email

• Open to all users

• UserID/Name/Email information was optional

• Total of 42 responses
− Thanks to all who responded



0

5

10

15

20

25

30

35

40

UAC Sci Comp Sci Vis End-to-end

0

5

10

15

20

25

XT3 X1E Altix Vis HPSS

• Systems

• Years as an NCCS User

• Services Used

Survey Highlights

>1
47%

2+
28%

1-2
25%



Other Centers Used

• NERSC

• NCAR

• ARSC

• NASA

• NCSA

• ANL

• NAVO

• SDSC

• Various University Sites
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• How would you rate solutions 
provided?
− 39 responses
− Average rating 4.0/5.0

• How would you rate speed of 
response?
− 39 responses
− Average rating 4.1/5.0

• How many requests have you 
forwarded to the UAC?

User Assistance Center



Workshops

• Several users indicated that they would like to see 
more hands-on workshops.  The topics requested 
centered around code optimization

• Two solutions
− Hands-on workshops with the Scientific Computing 

Group
− More training/education materials on the website.  

While this isn’t really a hands-on workshop, it is a good 
way to provide some forms of training.



Website (www.nccs.gov) Evaluation

• Ease of navigation
− 39 responses, average 3.7

• System status/history pages
− 39 responses, average 3.7

• User Guides/FAQs
− 37 responses, average 3.6

http://www.nccs.gov


Individual system evaluation trends

• Cray XT3 (jaguar)
− Users felt there were too many outages, especially 

unscheduled
− Scratch disk and batch queue system okay
− Interface with HPSS rated well

• Cray X1E (phoenix)
− Batch queue turnaround was a concern
− Other areas rated in the middle of the scale



Typical Batch Jobs

• XT3
− Most reported using less than 1000 cores, although 

some projects were over 4500
− Walltimes ranged from a few hours to 1 day, many in 

the 10-12 hour range

• X1E
− Range of processors used was varied, common 

responses in the range of 64-256 processors
− Common walltimes in the range of 10-24 hours



HPSS

• 20 of 22 users indicated they were able to effectively 
use hsi to manage their HPSS data.

• Concerns expressed about hsi
− Poor interface
− Large number, big size of files



HPSS

• Our HPSS is designed around large files
− Tar large numbers of small files into several 1-10GB 

files for better system performance

• HPSS Updates
− Several new tape drives have recently been installed, 

and these should improve performance of 
storing/retrieving large files

− Other system upgrades targeted at helping with small 
files
• Again, large files are better!



Productivity

• Users would like to spend more time testing new 
science

• Users are spending more time than they would prefer 
in “other” areas
− Data management
− Batch job management
− Debugging
− Scaling

• Some of these tasks are unavoidable.

• Project liaisons and the User Assistance Center can 
help in some areas, such as debugging and scaling



How can we better support your 
computing needs?
• More /home space

• Fewer outages

• Better queuing policy

• More info on website
− Differences in compiler versions, bugfixes, etc.

• Fewer OS upgrades
− Unfortunately, these are required as we move to larger 

systems.



Website Evaluation

• What is useful?
− System info/FAQs
− Uptime/downtime page

• What’s missing?
− Batch job examples
− Faster notification of downtime/expected uptime

Improved ‘granularity’ of outage info



How do we compare with other centers?

• More powerful systems

• Several users had concerns about system stability

• More helpful staff



OK, enough with the stats…

Are we using the survey to make changes to better 
support the user?

YES!



Recent Enhancements

• “*-notice” email lists

• Accounting information

• Suggestion box

• Status page

• Web updates

• /etc/motd

• FAQ updates

• Current Issues Pages

• Weekly message

• NCCS Conference Call



*-notice email lists

• Two available
− jaguar-notice@email.ornl.gov
− phoenix-notice@email.ornl.gov

• High volume of traffic
− When a system goes down
− When it comes back up
− Downtime description
− Other announcements

• Archives maintained online
• Sign up through link on NCCS System Status Page



Accounting Information

• Updated daily

• showusage utility on systems
$ showusage
Usage on phoenix:

Project Totals         jdoe
Project      Allocation        Usage    Remaining          Usage

_________________________|___________________________|_____________
ABC123          10000   |     7352.86      2647.14  |     7352.60

• Charts on http://users.nccs.gov/



Accounting Information

ABC123
YTD Usage by System



User Suggestion Box

• Available via ‘Questions/Feedback’ link on 
http://info.nccs.gov

• User name may be given, or can be anonymous 
(username allows us to give you feedback)

http://info.nccs.gov


Status Page

• Started last year, but has seen changes

• Four major sections
− Current status
− System timelines
− Downtime history
− Status panel



Status Page-Current Status



Status Panel

• Shows up on all 
info.nccs.gov pages.

• Status panel gets information 
from monitoring software

• The status panel now 
indicates the last time 
a check was made

• The “arrows” now have a 
date/time stamp indicating 
when their status last 
changed



System ‘motd’

• Updated with important announcements (upcoming 
downtimes, upcoming/recent upgrades of OS, 
compilers, etc)

• Last two downtimes (just the times--see the System 
Status Page for details)



FAQs/Current Issues Pages

• Updated to reflect current problem trends and 
common questions

• Per-system and center-wide FAQs are available



The NCCS Weekly Update

• Sent to all users
− Sent to the email address we have on file--please keep 

this up to date

• Primary means of communication with users about 
center events
− Downtimes/Upgrades
− Software changes
− Conferences

• Sent on Friday afternoon
• If you are not receiving this message, please contact 

help@nccs.gov so we can update your email address 
in our database

mailto:help@nccs.gov


NCCS Conference Call

• Started in the fall of last year

• Held monthly on the second Tuesday

• Forum for system announcements, user 
suggestions/questions, etc.

• Dial-in information is sent the Monday before (to the 
ccs-announce mailing list)

• Your participation is encouraged!



Contacting the User Assistance Center

• Users that are on site are welcome to come to 
Building 5600, Room C103

• Phone: (865) 241-6536

• Email: help@nccs.gov

• NCCS Suggestion Box

If there is something we can do to assist you in using 
the NCCS systems, 
please let us know!

mailto:help@nccs.gov


Summary

• Don’t be shy! We value your input…If you have a 
suggestion, let us know!

• The user survey is one of our main tools for judging 
user satisfaction and user feelings of what we’re 
doing right/wrong

• In the last 6 months, we’ve made many 
enhancements to the way we interact with users
− And will continue to do so



Comments/Questions?
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